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Introduction

Education: Experience:

Pl}]l Barcelona-Tech 19+ year’s versatile experience in the area
Microsoft Research, Infineon of Computer Architecture, Al, Software
Technologies Fre.mce, Microsoft Architecture, Big-Data Architecture

Research Cambridge, IBM Served National and International Academia,

i Industry and Government
Suspenseful record of academic y

management as Professor and Dean . parcelona Science Park Spain
* Cambridge Science Park UK
* Technopolis Of Sofia-Antipolis, France
Enhanced Education Quality by
Inculcating Outcome Based
Education by Applied and
Sustainable Projects Bl Microsoft

=. Bl Research anmeon/

WWW.Tassadaq.PakistanSupercomputing.COM
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Severo Ochoa Research Seminar :
The Journey of Supercomputing in
Pakistan

Tassadaq

Ph.D. Computer
Associate Prof: Riphah Int’l University Islamabad

Innovation, Research and Commercialization
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Innovation and Research * Development &

® 110+ Million Pkr National and Int’l Commercialization

Funding. 60+ Million of Industrial Investments.
Supercomputing and Artificial Intelligence Developed Digital Systems for Industry.

Transform Idea into product.
Innovation and Commercialization for Sustainable
Biomedical Applications economic and industrial development.

® 80+ Publications

Smart Electric Motor Controllers

* Capacity Building:

o

10 Patents Conducted more than 50 national and international
® 10 MVPs workshops and training on Commercializable research,
® 5 Int’l Collaborations Writing successful grant proposal, and research and

innovation.

Provides Consultancy and Support for Entrepreneurship,
Start-ups, Business Innovation and Technology transfer.

Barcelona UVH C N\

Supercomputing (SN RGOS

Center

Centro Nacional de Supercomputacion LG
) ;

>

NEW ZEALAND y A\
NEw ZEALA) [ PAKISTAN y
g o0l SUPERCOMPUTING sERgl
[ i i LR( <[ 71 i
CHIROPRACTIC 10 SU ] NG ireprencuriatPark Pect ANGTTELe ComputingPark

graduating hands, hearts & minds i Research Innovation Commercialization



Int’l Projects

* Design Ultra Low Cost Display Camera
Interface for Mobile Baseband XGold

Chip (Infineon Techonogies, 200 million
single chip)




Int’l Projects
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* Implementation of Reverse Time Migration
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Park)




Int’l Projects

* Design Ultra Low Cost Display Camera
Interface for Mobile Baseband XGold

Chip (Infineon Techonogies, 200 million
single chip)

* Implementation of Reverse Time Migration

on FPGASsS

(BSC-REPSOL, PLDA Italia, Cambridge Science
Park)

* Open source European full-stack

ecosystem based on a new RISC-V CP
(Barcelona Supercomputing Center) — 5= .

Flexible a
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Current Challenge and Sustainable
and Scalable Solutions

* World Data Size = 170 Zettabytes, doubling
every 18 months.

* To handle big-data, Al algorithms are the only
solution.

* The computational demands of Al algorithms
are experiencing exponential growth.
(ExaFLOPS/Day)

* Supercomputing is the only solution to store
big-data and process the Al.

Secure

Indigenous Commercializable
Industrial Development

Well being



Centre for Al and BigData

Vision:
Solve local compute-intensive problems using smart solutions and
high-performance technologies.

Mission
To provide indigenous digital solutions for multi-disciplinary local
problems.

Acquire analog data, digitize, store it and propose a technological
solution for analysis, classification, prediction, control and
simulation.



Recognition
Societal
Status

Entrepreneurial Policies

Entrepreneurial Culture

Ambition, Drive, Goals, Targets

Spln -off / Start-ups,

Needs and Indigenous Technology Process & Service

Requirements

Industry| Government [Society

Counseling and Linkages Revenue Generation, Industrial Growth & Social Impact

Marketing, Branding and
Launching

Third Generation University:
Centre of Excellence for
Supercomputing

Engagement in
Open-Ended Problems
RRlIng Rigorous Lesson
Education
Capacity Building &
Skill Set Develupment

Ownership
and IP Rights

Agreements and Contracts

Busmess Fostering

Commercializatio

Cuttmg Edge Tools
and Technologies

Applied Real-life

Techniques

Laboratorles

Science, Technology and Innovation

Innovation, Creativity, Experimentation

Good Governance, Leadership, Finance, Marke

Tolerance
of Risks

Mistakes
and Failure /




Community Needs and
Industrial Problems

v

Industrial Liaison, Social Interaction,
and Governmental Problem
Identification

v

Problem based Training
On Demand Education

v

Fund Grant and Investment Support
Center

v

Innovation and Research Center

v

Science and Technology Center

v

Bluishness Incubation and

Commercialization Center

3rd Generation
Entrepreneurial University
Center of Excellence for Supercomptuing

= \\

Good Governance Structure

L o

Economic Growth

Inclusive and Sustainable
Industrial Development

Startups and Spin-off

Technology Transfer

g e

Entrepreneurial Policies
and Cultural Governance

e o




Targets

a) Specialized Training

b) Linkages and Collaborations
¢) Research and Publications
d) Innovation and Prototype
e) Fund Grant Hunting

g) Services and Consultancy
h) Technology Transfer

i) Revenue Generated
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Mankind Progress

Combustion
power

Electric
power

A

transforming energy

transforming material

tools
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From Age of Empirical Science to Data-Science

Increasing speed, automation, and scale Accelerated
Discovery

— e

Hypoth
l;m!l

Big Data-driven ’ \
Science Accelerated \
Computational : m scientific MCEM
Sci 4™ Paradigm Method \i
Theoretical CIRREE ‘\ )
. i 3rd Paradigm s /
Empirical Science 8 [ hssess |
Science 2" Paradigm TN
1st Paradigm
Scientific laws Simulations Big data, machine learning Scientific knowledge at scale
Observations Physics, biology, Molecular dynamics Patterns, anomalies Al generated hypotheses
Experimentation chemistry, etc Mechanistic models Visualization Autonomous testing
1600s 1950s 2000s 2020s

https://www.nature.com/articles/s41524-022-00765-z/figures/1



Global Data Creation is About to Explode
Actual and forecast amount of data created worldwide 2010-2035 (in zettabytes)

2
2010

@006

@ 5tatistaCharts

12

2015

2,144

= 1 zettabyte is equal to
: 1 billion terabytes.

" : 612

175
33 a7
 —— S
2018 2020 2022 2030 2035

57.76 US$

statista¥a
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BigData and Al Algorithms

* Performance

— Execution Time

— Accuracy “The accuracy of the model is inherently tied to the quality, diversity,
and representativeness of the data used for training and evaluation."”

— Scalability “Methods that scale with computation are the future of Artificial
Intelligence” — Rich Sutton,

Artificial Narrow
Intelligence (ANI)

5,

Machine
Learning

Stage-1

r Specialises in one area
and solves one problem

o g

Siri

Artificial General
Intelligence (AGI)

Stage-2

Machine
Iintelligence

Refers to a computer
that is as smart as a

Aartificial Super
Intelligence (ASI])

<2

Stage-3

Machine
Consciousness

= AN Iintellect that is

much smarter than the

human across the board best human brains in

practically every field




Computation Demand

Petaflop/s-days

le+4
o Al[pha Go Zero @

Neural Machine @

le+2
Translation @
® 717 Dota 1v1
le+0 ®
VGG @ ® ResNets
®
le-2 [ ]
AlexNet
le-4 i
Deep B_ellef Nets: a'nd ® ¢ DON
layer-wise pretraining
[
[ ]
le-6 ® BiLSTM for Speech
TD-Gammon v2.1 @ pe
® LeNet-5
le-8 @ RNN for Speech
NETtalk @ ® ALVINN
le-10
le-12
o First Era Modern Era p
le-14 @ Perceptron
1960 1970 1980 1990 2000 2010 2020

The total amount of compute, in petaflop/s-days,[2] used to train selected results that are relatively well known, used a lot of compute for their time, and gave enough
information to estimate the compute used.


https://openai.com/blog/ai-and-compute/#fn2

Training Compute (beta FLOPS)

Megatron-Turing
NLG 5308
GPT-3
Microsoft T-NLG
GPT-2
Megatron
Y| Net Wav2Vec 2.0
. Xception _ 0Co ResNet3l
Inceptiony3 BERT Large
GPT-1
seq2seq izl ® et Transformer
o UEN o ElMo
- DenseNet201
* Mexnet

012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022
@ Al Al Models excluding transformers: 8x/2yrs Transformer Al Models: 275x/2yrs
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Deep and steep

Computing power used in training Al systems
Days spent calculating at one petaflop per second*, log scale

By fundamentals AlphaGo Zero becomes it pdmonth —1
phaGo Zero becomes its own *" doubling
3 10
O language @ Speech @ Vision teacher of the game Go g Y
OGames @ Other ’po 1
AlexNet, image classification with 01
deep convolutional neural networks —@
o
£ 0.01
° i 0.001
O - - "‘ - % '
----- o 0.0001
Two-year doubling owe  °
(Moore's Law) e . L e T 0.00001
e lan ¢ Firstera = 2 Modern era 0,00000]
_-;_'[::; Perceptron, a simple artificial neural network 0,0000001
I | | | I |
1960 70 80 90 2000 10 20
Source: OpenAl *1 petaflop=103 calculations

The Economist



MIPS

Al Algorithms and Intellectuality:
By Enhancing Computational Capability ?

Computational capacity of a human brain

O0E+08 === —————m m e m S e e e e e e — . — = - -2 & -—=—e— Human
100,000,000 MIPS i )
7/
S P Monkey
// Q.)\- //#@-Q
.00E~+05 |- Pentium 4 . /L - 3°
- N
Cray 1. o ; ’Q/R\""\ Lizard
.O0E+02 - «~--486DX Spider
ffffffffffffffffff 386DX
.00E—01 - Univac . = ? IBM PC Worm
Eniac -- : e
— x v Commodore 64
~» ml® Apple 11
Collosus -- -
.O0E-04 - Monroe
Calculator L
g #
.O0E—-07 [~ - -
m N T~
m«——_~-Hand - |[BM Tabulator
Calculation
.00E—10 1 | 1 1 1 1 1 1 |
1870 1890 1910 1930 1950 1970 1990 2010 2030 2050

Year
It is estimated that sometime between the years 2025

and 2050, a personal computers will exceed the
calculation power of a human brain.
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Compute Vs Intellectual Capability

® Human Brain:
® 1 Exa FLOPS 10

18

xev: @ Biological @ Electronic

Human brain o)
® Memory 100 Peta bytes
® 100 TeraOPS @ 10 W ¢ g
_ ¢
AN & Tianhe-2 z
10" & Rat brain ¥
& Blue Gene g
a . - 5
lOn E A Cortical mesocircuit @ .-3
E Rat neocortical column -
10° B3 :
Pad4* @ Xbox One* ey g
“GPU not CPU g
10° 3
-;[)
10° ¥

https://www.theguardian.com



Al Computational Requirements
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https://towardsdatascience.com/artificial-intelligence-is-a-supercomputing-problem-4b0edbc2888d




Industrial Revolutions and

Sustainable Developments

Top 10 Biggest Companies By Market Size From 2010 - 2020

1750 1800

Sustaibable
Industrial &
Economic
Development

FIRST [1784)

Mechanical production,
railroads, and steam

power

SECOND [1870)

Mass production, electri-
cal power, and the advent
of the assemblyline

1900
N |
THIRD [1955] FOURTH [NDW]
Automated production, Artihcial intelligence, big
electronics, and data, robotics, and more
computers tocome
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Ecosystem of Modern Industry

Social Science

Science

4 )

175 ZByte @2025

80%
Data-Sciences

\ Data j

4 h

100 ExaFLOPS
@2020

87.04 BS

234.6 BS @2025

N

\

Top500 List
8 PetaFLOPS
@2022

uProcessor
100 B$ @2020

30% Cell Phone
20% Embedded

App
50 Servers, PCs etc.

\Computing ) )

Digital Industrial Age

5.5 Trillion $ Revenue@2021




Open source tools democratizing the
world

* GCC has revolutionized the software industry.
* Linux has revolutionized computing industry.

* Al models have revolutionized intelligent computing.
* Open-source Al Frameworks

Al Models
Alexnet
AlphaGo
OpenAl Gym
FastText

 Open-source Al Models penAl Gy Sl

* Open-source Data-source

TensorFlow

Pytorch
MXNet
Detectron2
Theano
Al Framworks
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Al and Specialized Accelerators
Performance Gap
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Computing Architectures to
Solve Al Problems

* Smart Sensors
* Processor in Memory (PIM)
* Processing-in-Storage

* Processor in NIC (Network Interface Card)
* Compute-in-Edge Devices
* Brain Inspired Computers

Network
Buses

Compute
Data .. Edge
Source DIEJiEY [DEIE Cloud

Baremetal
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Applications Applications '

Scftware class A( def say
~ private a; E"'D
Meural-network AV Programming public b; I:r 'I.M:lrli:l' ,
framework L language print(a + b)
Nengu PyTﬂn::h I JANA Python
l Exactly egual l Exactly equal
- ~F
( T“:L . AL +(?< Intermediate
= \k T representation
b e o
Compiler
l Approximately equal lExactIl,r equal
Tier 2
l Exactly egual l Exactly equal

F . -
architecture;
von Neumann
Hardware architecture Output =

o o SN I
e, m-m-m Heiale
Meuromorphic .jja-:-_*u.lé -.-.3!-13!:. n- : : - . ..:'-F:. General-purpose
chips PP P e o o chips
™ = g e, EEEE l' | N |
TrueMorth SpiNMaker Tianjic Lmhl cPU GPU

Mature | Vol 586 | 15 October 2020



Democratization in Microelectronics

GCC has revolutionized the Software Industry.
Linux has revolutionized Computing Industry.
Al models have revolutionized Intelligent Computing.

Open Hardware is revolutionizing the Secure
Computing.

Open Silicon is next => Indigenous Development.
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The Power of Open Source: Innovation,
Flexibility, and Security

Research and Innovation

Customization and Flexibility

Reducing Costs

Accelerating Development

Community Collaborations

Transparency and Trustworthiness

Reduced Dependence on Proprietary Solutions
Secure and Trusted Execution
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Open Source Tool for Hardware Development

1 TensorFlow & kubernetes

changed Machine Learning changed Cloud

[

O

is now changing hardware development

Applications

Synthesis

Technology

Simulation

Verilog to
Routing

Hardware Description

Routing

Chisel Migen

FASM

System
Verilog

VHDL

Simulation

Implementation

SkyWater PDK (Process Design Kit), in collaboration with organizations like
eFabless
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Hardware Design Going to Follow
Journey of Software Design

Software Hardware
High-Level Python, Ruby, R Chisel, PyMTL, PyRTL, Myhdi,
Languages Javascript, Julia JHDL, CAash, Calyx, Dfiant
Libraries C++ Stl, Python Std Libs  EsEES i)
Tool Chains GCC, LLVM, CPython, QI&EISTCEAYS10T-MAYA1EIG)MN0) i [)TA
MRI, PyPy, V8 Yosys, Timberwolf, Qrouter,
Magic, Klayout, Ngspice
Standards POSIX RISC-V ISA, ROCC, Tilelink
Systems Linux, Apache, Mysql, BRUTdEI# 1118 Pulp/Ariane,
Memcached OpenPiton, ChipYard, BOOM,

FabScalar, MIAOW, Nyuzi

Methodologies Agile Software Design Agile Hardware Design

Cloud IaaS, Elastic Computing IaaS, Elastic Cad
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OpenHardware,
Processor
Architecture and ISA

Digital System and
Microprocessor
Architecture ] ardware

open source

. ]
[ | Distributed
! Operating .
System Cloud Computing

Baremetal Distributed
Computing
Suprecomputing

10

Large Vision
Models

“® TensorF

Machine Learning
Python
Hadoop, Spark

Deep Learning
LVM, LLMs

:@o e;.r.slil:ack@

Edge Computing
Sensors Network, 10T

8

Distributed Deep
Learning

Programming

Assembly
Embedded C

SoC Architecture,
CH32Vv00

Embedded
1

7

Embedded Linux
Compiler and Tool
Chain

Single Board
Computer
(SoC, MMU, Memory

Mapping)

6

Cloud and Cluster
As a Service

Distributed and
Offloading
Programming

14

Chip Design Cluster
Agri-tech Cloud
Health Science Baremetal
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Edge
Computing
Network

EDGEXCFOUNDRY

0

ubuntucore

KubeEdge

(=

Edge-to-
Cloud
Connectivity

Virtual private
cloud

docker

openstack.

(=

Cloud-to-
Bare Metal
Network.

Sensors Netowrk, loT, Automation
Fields, Farms, Processing Units and
Research Labs

Real Time Computing
Decision Support System

Edge Computing
Basic Analysis, Pre-Processing
Weak-Al, Machine Learning

Cloud Computing
Classification, Prediction
Deeap Learning

DATA LAKE

Q
..
¢

é

H m A

-
O"‘O

Data
Warehouse

OPenHPC

Supercomputing
HPC, Big-Data Processing
Deep/Reinforcement Learning

User Access
Baremetal: ssh namal-hpc@10.0.0.154
Cloud Application: http://10.0.0.153:8501/
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Centre for Al and BigData

* OpenSource Full-Stack Ecosystem for Secure
Digital Systems

L

Register
File
P =1




OpenSource Full-Stack Ecosystem for
Secure Processor Architecture

* Hardware Architecture
> Low Power and Low Cost Digital System
> Uni/Multi Core System on a Chip

* Single Board Computer
> Hardware Software Co-Design
> High Performance Computing

* Intelligent and Real-time Appllcatl

> Industrial Automation

\jNVIa chine Learning e



\: Applications Domain

- B P Y
Embedded Biomedical
Systems Engineering

\ J b >

Internet of

Things ‘ Edge Computing ‘

‘ Agri-tech

- 4 N J

_ : Robotics
Industrial Automation

Hardware Stack

Internal Bus
Interconnectoin
AMBA, WISHBONE

[ Hardware Development Approaches ]

Rigester Behaviroal
m Satctevel Transfer Level Level
[ | |

'] = | W | =

= Yosis, VTR, Chipyard A Logisim
SRICE J [graywolf, MagicJ [ RocketChip ] [ st J [ Modelsim

([

{ Design and Synthesis Tools J
QFLow OpenPiton COTS
[ [ ESELEAL ] [ OpenRoad ] [ FuseSoC ] [ LegUp J [Vivado, cadence etcﬂ

IceStorm 2 = =
[ Logisim ] [ SystemC J [ SymbiYosys J [Verllator Cocoth [ Modelsim

i Verification ’
= A IVerilog CcOoTS
[ OpenFPGA ] [ SystemVerilog ] [Y05|s SMT, ABC] [ GTKWave J [Vivado, S nce emﬂ

Applicatoin Development Stack

Linux, FreeRTOS QEMU, Spike, gem5

MounRiver
PlatformlO

Python GCC, Clang Verilator

riscv-opcodes
riscv-pk

riscv-tests

)

[ ) [
[ ] [
[ LibGCC NewLib ] [
( J [

— Y e

[ TensorFlowlLite

sQLite WCH, OpenOCD




Digital System Design Flow

Diagramming

Simulation and Emulation
Digital System Design
System Integration
Functional Verification
Formal Verification
Timing Analysis

FPGA Prototyping
Physical Design

YV VVYVVYVYY
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Simulation and Emulation

Spike: Functional, instruction-level accurate simulator for
RISC-V ISA.

QEMU: Functional simulator with instruction-level accuracy
for various architectures.

Gemb: Cycle-level accurate simulator for modeling detailed
microarchitecture and system performance.

:Cluster 1
=cluster.1l.processor.n=6
1

Ecluster.l.processor.*.lm.enable:true
=cluster.l1l.processor.*.cache.ll.enable=false -
=

MIC E




Digital System Design

* Switch Level

* Gate Level

* Register Transfer Level
* System / High Level




System Integration (SoC)

FuseSoC: A hardware IP management tool and build system that simplifies the integration
of reusable IP blocks and automates the FPGA and ASIC build processes..

OpenPiton: A scalable, open-source manycore processor framework that can be
integrated into custom research and industrial applications.

LiteX: A flexible and efficient framework for creating SoC designs using open-source
hardware IPs and toolchains, with support for a variety of FPGAs and CPUSs.

‘* 5 Masters
Request
ccu (M) [ccu (M) [DCU|[ (m) |CORE (M)
Read Write Read|Write| |Write
A A Al A | ’ Request
Y Y Y1iY \ Grant
. Descriptor |
\IIDV;Ltae Read * Add
Grant ress
YBus Line gz:a S_elect \ Bus
- | e interrupt Address
Master to Slave |« = controller [S***** | Manager
MUX < Slave to Master |« Reg g
B MUX - Scheduler Decoder
Hready [ I
Write Data T
Bus ~ I
Program
Memory
oF —
hrpady _i
Y | Y Yv Vv Yvy Yvy
ccu  (s) [pcu  (s)| [CORE (s)| [Local (s) 4 Slaves
Memory




Functional Verification

Cocotb (Cocotestbench): A coroutine-
based Python testbench framework for
verifying HDL designs using high-level,
Python-driven simulations.

SVUnit: A SystemVerilog unit testing
framework designed for functional
verification of hardware designs through
automated test generation and execution.



Formal Verification, Physical Desigh and Timing
Analysis:

SymbiYosys (Sby) integrates with backend tools
such as Yosys and SMT solvers to formally verify
properties like safety and liveness in hardware
circuits. It helps to ensure correctness by
exhaustively checking the design against
specified constraints.

OpenSTA and OpenTimer for Timing Analysis.

Physical Design: OpenRoad, QFlow, Yosys, and
Magic



Supercomputing Platform for Al and
BigData Applications

* Bare-Metal and Containerized Cluster Infrastructure:
~ Distributed Hardware Interfacing, Network Configuration and
Distributed Computing Software Deployment

* Data Center and Cloud Infrastructure:
- Storage systems, networking equipment, and software configuration

* Al Applications for Scientific and Engineering

Problems
- Distributed Al applications for multi-node bare-metal system

* HPC Application Parallel Programming
- Heterogeneous multi-node parallel processing using parallel
programming models f




Applications Services

High Performance

Data Sciences Health Science Social Sciences Agriculture :
Computing
Modeling and Web
Simulation (loT, VLSI Design)

| I
‘ Development Frameworks and Libraries

R

OpenMP MPI CUDA OpenACC OpenCL
l
| | |
TensorFlow Horovod Hadoop
PowerAl DeepSpeed Spark

Openshift, xCAT Open-Stack
Nutanix Acropolis Kubernetes

OpenHPC, ROCKS

Rolls, Singularity Image, Docker, Contrainer

Hardware System

1 1 | | |
Ir::]eflrl;g;::c:?rgk Accelerators Multi-core SAN/NAS, High-Speed Ethernet,
T GPU/TPU/FPGAS CISC/SuperScalar $SDs/NVMe Infiniband
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Supercomputing Platform with 20 Servers Compute Nodes

* Each node having:

* Two XEON processors Intel(R) E5-2673 v4, 128 GB Main Memory
* NVIDIA GPUs Ada Architecture 24GDDR

* Storage: 50 TByte SSD

* Linux Operating system

* Interconnection Fast Ethernet

* Open Source Software stack _ i

Compute Nodes

* Cloud, Baremetal and Embedded System
* Parallel Programming and Scientific Computing
* Chip Design
* Distributed Atrtificial Intelligence

* Application Development
* Digital System and VLSI Design
* Parallel Processing, Al and BigData

* |oT, Edge Computing
* Modeling and Simulations



Developing Supercomputing for Al

1. Qf PAKISTAN
AL \l .
| O 0 :SUPERCOMPUTING

-

-m-&_&l.Al
dd g dad) 34 ¥
L R

System
10 Cluster
(Up To 500 TFLOPS)

Cluster

5 Server Node (Up To 76 TFLOPS)
Infini Band

Server Node (upto 20 TFLOPS):

: 48 cores
4 cores 2 GPUs Cent0S Linux

@(EON Processor

Barcelona
Supercomputing

Center

Centro Nacional de Supercomputacion




Al Model Parallelism

* Model Parallelism

Different layers of the network distributed across different devices

 Data Parallelism

Same model in every one of the GPUSs, each processing a separate piece of
the data, a separate portion of the mini-batch.

MODEL PARALLELISM DATA PARALLELISM

GPU O GPU 2 GPU =2



Achievement

Bare-metal Cluster
— 1 Peta FLOPS
* Chip Design FOSSS RTL-GDS
Cloud Applications

— Agri-Rice Classification (Online Application Industrial Partner
Alkaram Rice)

— Live Stock Breed ldentification (Application Punjab LiveStock)
— Soil Analysis (Completed App)
— Foot Analytic for Rehabilitation (Startup)

Digital Systems

— FPGA based Computer Vision System for Rice Color Sorting
(Funding Secured)

— BLDC Motor Controller



Sept 2023 - June 2024

a) Specialized Training

* 4 Schools and Workshop

* 20 Talks

b) Linkages and Collaborations
50+ Organizations

c¢) Research and Publications

* 1 LF. Journal
* 3 Conference Paper

d) Innovation and Prototype
* 4 MVP
* 6 FYPs (Cloud Applications)

f) Fund Grant Hunting
* Submitted 24 Million PKR

g) Services and Consultancy
h) Technology Transfer

i) Revenue Generated
* 1.5 Million PKR



Free Open Source Software Stacks and
Open Hardware Technologies:

Revolutionizing the World

by: Tassadaq Hussain
Professor Department of Electrical Engineering
Director Centre for Al and BigData

Namal University Mianwali

Collaborations:
Barcelona Supercomputing Center, Spain
European Network on High Performance and Embedded Architecture and Compilation
Pakistan Supercomputing Center
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