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Types of Memories

RAM = Random Access Memory
ROM = Read Only Memory

DRAM SRAM NVRAM  Flash EEPROM EPROM PROM Masked




Memory Characteristics

Volatile? Writeable? Erase Size Erase Cycles Cost/byte Speed

Unlimited Moderate Moderate
Masked No No n/a n/a Inexpensive Fast

ROM

EPROM No Yes, with a  Entire chip J Limited Moderate Fast
programmer (see specs)
EEPROM No Yes Byte Limited * Expensive

Fast to read,
slow to write

* Expensive Fast

(see specs)

NVRAM No Byte Unlimited
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Memory Hardware Managment

¢ 2-D array composed of
identical memory cells

I
Q
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e Address decoder selects one row

* Sense amps detect and amplify
memory cell value

' MEMORY
ARRAY

COLLHTANE

* Word select takes a subset of
columns that have the byte/word
of interest (mux = multiplexor)

ADDRESS
ADDRESS DECODER

U/

¢ Memory cell construction
varies

* Speed vs. density R/W SENSE/AMP
* Volatile vs. non-volatile

WORD SELECT MUX

¢
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DRAM Internal Organization
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Multiplexed Addresses

¢ SRAM chips have a pin for every address line
e Gives fast access, which 1s what SRAM 1s all about
* For example, 64K bit x 1 chip has 16 address lines
* For example, 256K bit x 8 (2 Mbit chip) has 18 address pins; 8 data pins

¢ DRAMS split the address in half (multiplex high and low bits)
* The top 8 bits were the row address
* Then bottom 8 bits selected one column (the column address)
e This organization reduces the DRAM pin count — same pins for both Row & Col
— & address bits can be sent at a time, in sequence
— Only 8 pins and two strobe signals

— vs. 16 pins and a strobe sigal

— Also ties in with the internal memory organization

Address < > rowaddr XC X coladdr X >
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Non-Volatile RAM Technologies

¢ Sometimes memory has to survive a power outage
* On desktop machines this 1s (mostly) done by hard disk

« Many embedded systems don’t have magnetic storage (cost, reliability, size)

¢ Battery backed SRAM (fairly rare now that EEPROM is cheap)
 Mold a battery right into the SRAM plastic chip case
e Just as fast & versatile as SRAM

e Typically retains data for 4-7 years (usually limited by battery shelf life)
 Costincludes both SRAM and a dedicated battery

¢ FRAM
 Relatively new technology — in the marketplace, but not mainstream (yet)
* Ferroelectric RAM
* Unlimited read/write cycles

« Intended as non-volatile drop-in replacement for SRAM (still expenSive)



Read Only Memory

¢ Masked ROM - pattern of bits built permanently into silicon
« Historically the most dense (least expensive) NV memory
 BUT — need to change masks to change memory pattern ($$$$, lead time)

* Every change means building completely new chips!
— It also means throw the old chips away ... they can’t be changed

¢ Masked ROM seldom used in low-end embedded systems
* Too expensive to make new chips every time a change 1s needed

* Takes too long (multiple weeks) to get the new chips
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PROM Types

¢ PROM: Programmable Read-Only Memory

* Generic term for non-volatile memory that can be modified

¢ OTPROM - “One Time” PROM

« (Can only be programmed a single time (think “blowing fuses™ to set bit values)
« Holds data values indefinitely

¢ EPROM - “Eraseable” PROM

« Entire chip erased at once using UV light through a window on chip
« Mostly obsolete and replaced by flash memory

¢ EEPROM - “Electrically Eraseable” PROM

« Erasure can be accomplished in-circuit under software control
« Same general operation as flash memory EXCEPT...

« ...EEPROM can be erased/rewritten a byte at a time

— Often have both flash (for bulk storage) and EEPROM (for byte-accessible writes) in same
system



Flash Memory

Flash Memory Operation

¢ Flash memory (and EEPROM, etc.) hold data on
a floating transistor gate

» Gate voltage turns transistor on or off for reading date
— Usually, erasure results in all 17 values

e Frase/proeram cvycles wear out the gate
— E.g., max 100K cycles for NOR flash
— E.g., max 1M cycles for NAND flash

» Data retention can be 100 years+

» Cheaper than EEPROM; not byte modifiable

Vop GND

Floating

STORED VALUE

Transistor "ON" or "OFF"
based on gate voltage

Operate

NAND Flash
PROM Operation

GND
Proaram Frase




Memory Hierarchy

* Registers
- In CPU

* Internal or Main memory

- May include one or more levels of cache
_ “RAM”

* External memory
- Backing store
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Men 101y Hierarcl Y - Dlag ram
small size processor registers
small capacity very fast, very expensive
power on
immediate term
small size processor cache
small capacity very fast, very expensive
medium size power on random access memory
medium capacity very short term fast, affordable
small size power off flash / USB memory
large capacity short term slower, cheap
large size power off hard drives
very large capacity mid term slow, very cheap
large size power off tape backup
very large capacity long term very slow, affordable
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Characteristics

* Location

* Capacity

* Unit of transfer

* Access method

* Performance

* Physical type

* Physical characteristics
* Organisation
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° CPU
* |Internal
* External
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Capacity
* Word size

- The natural unit of organisation

°* Number of words
- or Bytes
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Unit of Transfer

* Internal
- Usually governed by data bus width

* External

- Usually a block which is much larger than a
word

* Addressable unit

- Smallest location which can be uniquely
addressed
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Access Methods (1)

* Sequential

- Start at the beginning and read through in order

- Access time depends on location of data and
previous |location

- e.g. tape
* Direct
- Individual blocks have unique address

- Access is by jumping to vicinity plus sequential
search

- Access time depends on location and previous

location
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Access Methods (2)

* Random
- Individual addresses identify locations exactly

- Access time is independent of location or
previous access

- e.g. RAM

* Associative

- Data is located by a mechanism based on
placement

- Access time is independent of location or
previous access
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Performance

* Access time

- Time between presenting the address and
getting the valid data

* Transfer Rate
- Rate at which data can be moved
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Physical Types

* Semiconductor
- RAM

* Magnetic
- Disk & Tape

* Optical
- CD &DVD

* Others

- Bubble
- Hologram
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Physical Characteristics

* Switching

* Decay

* Volatility

* Erasable

* Power consumption
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Organisation

* Physical arrangement of bits into words
* Not always obvious
* e.g. interleaved
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The Bottom Line

* How much?

- Capacity
* How fast?

- Time is money
* How expensive?
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Storage Hierarchy List

* Registers

* L1 Cache

* L2 Cache

* Main memory
* Disk cache
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So you want fast?
* |t is possible to build a computer which
uses only static RAM (see later)
* This would be very fast

* This would need no cache
- How can you cache cache?

* This would cost a very large amount
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Local Memory System

* Cache
* Scratchpad
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Cache

* Small amount of fast memory

* Sits between normal main memory and
CPU

* May be located on CPU chip or module

@ RIPHAH
¢ | INTERNATIONAL \ Gathering

KA, UNIVERSITY

Intellectuals



- _"___ﬂ\_

Cache and Main Memory

Block Transfer

~AA

Word Transfer

~A

[ CPU Cache Main Memory
Fast Slow
(a) Single cache
P —
CPU Level 1 Llevel2 |+—» Level3 |—» Main
(L1) cache (L2) cache [{ge—] (L3) cache |le—{ Memory
Fastest Fast
Ife:v.{f. Slow
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Cache/Main Memory Sfructure

Line Memory
Number Tag Block address
0 0
1 1
2 2 Block
. 3 (K words)
.
[
C-1
Block Length
(K Words) .
(a) Cache .
[ ]
Block
2"

v R  Word

It Length |
MAR U (b) Main memory
LINIVERSITY



Cache operation — overview
* CPU requests contents of memory
location
* Check cache for this data
* If present, get from cache (fast)

* If not present, read required block from
main memory to cache

* Then deliver from cache to CPU

* Cache includes tags to identify which
block of main memory is in each cache
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Cache Read Operation - Flowchart

( START )

h

Receive address
RA from CPU

h 4

<

Is block

No
containing RA
in cache?

Access main
memory for block
containing RA

h 4

Allocate cache
line for main
memory block

l

h

Load main
memory block
into cache line

Deliver RA word
to CPU

Yes
Fetchtm word
and deliver
to CPU
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Cache Design

* Addressing

* Size

* Mapping Function

* Replacement Algorithm
* Write Policy

* Block Size

* Number of Caches
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A Conventional Memory System
Architecture

Data Cache Logic SRAM

Main Memory D e PR
ata '
Address Space A oy
lAddress
Processor Core Local Memory
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Cache

* Caches are present in most memory
systems.

* The Cache dynamically stores a subset of
the frequently used data. Thus, the timing
of a load or store operation depends on the
relationship between its effective address
and the effective addresses of earlier
operations.
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* Conventional Cache used byte addressable
memory.

2" = size of a Cache

« 25 = sjze of Main Memory

* Addr = Address of Main Memory

* CL = Data Transfer from/to the memory
* NCL = Number of Cache lines (Cls)

* CLS = Cache Line Size
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Direct-Mapped Cache

* Direct Mapped cache is an array of fixed
size blocks.

* Each block holds consecutive bytes of
main memory data.
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Fully associative cache

* Afully associative cache.

* Afully associative cache permits data to be
stored in any cache block, instead of
forcing each memory address into one
particular block. — When data is fetched
from memory, it can be placed in any
unused block of the cache.
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Assignment

* You have 16 bit of address bus

* The maximum size of main memory 64K
byte (byte addressable)

* Design a cache having NCL =8 and CLS =
4K

- Find out required memory for cache
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Set Associative Cache

* A set-associative scheme is a hybrid between a
fully associative cache, and direct mapped cache.

* It's considered a reasonable compromise
between the complex hardware needed for fully
associative caches (which requires parallel
searches of all slots), and the simplistic direct-
mapped scheme, which may cause collisions of
addresses to the same slot (similar to collisions In
a hash table).
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Scratchpad

Dat Scratchpad
ata cratchpa Main Memory

Lo s o Decode 4P SRAM <+ DMA o
Address Space Address . System
Processor——jp Unit
Main Memory Lare T
Address Space > Command
Scratchpad

@ RIPHAH
INTERNATIONAL Gathering
\ Intellectuals

winie,. UNIVERSITY

LINIVERSITY




Scratchpad

* The Scratchpad is a fast directly addressed software
managed SRAM memory.

* The Scratchpad has better real-time guarantees than caches

and by its significantly lower overheads it is better in access
time, energy consumption and area.

* Instead of using traditional load/store instructions the

scratchpad uses direct memory-memory operations using
DMA.

* The Scratchpad memory access uses source and destination
address registers, each of which holds a starting address of
the memory.
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Main Memory System

* DRAM is combination &
Row x Column

* Row Address

* Column Address wol
[

| Sense Amps

Bank 0

row buffer

ead/Write
Column Select

Main Memory

-
LI R R R T R T R P T R N P N N N T R R NN N N T A Y NN 3
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Virtual Memory

* Virtual memory is a memory management
capability of an OS that uses hardware and
software to allow a computer to
compensate for physical memory
shortages by temporarily transferring data
from random access memory (RAM) to
disk storage
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* The operating system, using a
combination of hardware and
software, maps memory addresses
used by a program, called virtual
addresses, into physical addresses
In computer memory.

* Main storage, as seen by a process
or task, appears as a contiguous
address space or collection of
contiguous segments.
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Memory Bus

¢ Used to transfer data to and from processor

* Various types of memory
* /O data as well

» Carries: address, data and control signals “Memory” Bus
@
,+* also does 1/O
¢"
Figure 1.1 ‘
; Computer Bus
The basic components of 3
a computer system —i 1
: Processor
include processor, ) - -~ T
e arnd.Ud I ? ports - External - Physical == signals
RAM @ I circuits devices
Val
[Valvano] * :_ Output > > > Qutput
4 * ports — — signals
ROM ?
L
X l Control
Data




Memory Accessing

¢ Every device on bus must recognize its own address
» Must decide which of multiple memory chips to activate
 Each I/O port must decide if it 1s being addressed
 High bits of addressed decoded to “select” device; low bits used within device

¢ “Memory Mapped” 1I/0
» [/O devices and memory share same address space (e.g., Freescale)

 Alternative: separate memory and [I/O control lines (e.g., Intel)

* What address Figure 9.7 AlS
b ! L] ']
does this decode? An address decoder TAHC(O2 ATS Al4
identifies on which -
' Ald
aycles to activate, Ald \7
Select
Al3 AL3 AL2 j
A1 T4HC 11
All ATl ATO

[Valvano] AlD
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Bus Interconnections

¢ Processor bus (“memory bus”) connects CPU to memory and I/O
» Data lines — actually transfers data
* Address lines — feed memory address and I/O port number
* Control lines — provides timing and control signals to direct transfers

« Sometimes these lines are shared to reduce hardware costs

4
A memory read cycle 4| 598
copies data from RAM, $3800 A Memory read cycle
ROM, or an input device o
into the processor. Processor ~%
Input ~<— [nput
[Valvano] ports ~— signals
RAM ggg=
)| — Output > Output
4 ports > signals
ROM ? -
Y | Control
Address ¥

Data



Bus typical parameters

¢ Clock

System clock so other devices don’t have to have their own oscillators

Drives bus timing for synchronous transfers

¢ Address & Data
« Used for memory R/W, I/O, and DMA

Sometimes multiplexed, sometimes separate

Sometimes address 1s multiplexed (high/low) to make DRAM interface simpler

¢ Control signals

Read/write — which way 1s data moving?
Memory vs. I/O — if they are separate address spaces (Intel, not Freescale)
Byte vs. word — 1s it a whole word, or just a byte?

Device controls — interrupt request/grant; DMA request/grant; etc.
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" SR L
Multi System Architecture

Local
Memory

Addressing
Decoder
Orbiter
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Address Space

An address space defines a range of
discrete addresses, each address space
of which may correspond to different
digital systems, such as peripheral device,
disks, memories or other logical or
physical entity.
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Example

A system has 8 bit address bus.

How many components can be accessed by
the system.

2 address bus — 256
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-y
Address Bus

FSM 1 FSM 2
Addressing
Decoder
If address = 00
FSM = Enable




Address Mapping

For 8 bit address bus we have Address range

from

0000 0O0O0O 0x00 = 0

OxFF = 256

1111 1111
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Address Allocation

* Depending upon requirement we allocate addresses.

* Suppose we have an |/O interface which controls 8
LEDs, 64 Byte Memory, Stepper Motor having 4 inputs
and 64 Byte Main Memory.

* How many addresses are required to these
components?

§¢) RIPHAH
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8 Bit LED =>
Local Memory =>
Stepper =>
Main Memory =>

\x) RIPHAH
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8 Addresses

64 Addresses

4 Addresses

64 Addresses

=> 0000000 — 0000 0111
=> 0000000 — 0011 1111
=> 0000000 — 0000 0011
=> 0000000 — 0011 1111




Memory

(" Address | Data .\
(Byte #) 4—1 byte ——
4
3
2
1
0
N J

Memory
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Arbitration

An arbiter is a device used in a multi-system
to decide which core/system is allowed to
control the data transfer.
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CPU

dataI gnt add

Local

Controller

L[

Memory
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